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Abstract : IDs and MRTDs (Identification and Machine- 
Readable Travel Documents) are used to perceive and authenticate 
identities in numerous situations which include crossing 
countrywide borders, in civil applications, income and shopping 
portals, or admission to transaction processing structures. These 
files have numerous safety functions which mitigate and fight 
record forgery. As those safety structures are tough to circumvent, 
crook assaults on ID verification structures are actually 
specializing in fraudulently acquiring true files and the 
manipulation of the facial portraits. To lessen dangers associated 
with this fraud problem, it's far essential the ones governments and 
producer of IDs and MRTDs constantly increase and enhance 
safety measures. With this in mind, we introduce the primary green 
steganography method StegoFace is an cease-to-cease facial photo 
steganography version this is fashioned through n Deep 
Convolutional Auto Encoder, that could cover a mystery message in 
a face portrait and, hence, generating the stego facial photo, and a 
Deep Convolutional Auto Decoder, that's capable of study a 
message from the stego facial photo. 

 

Key words : Deep Convolutional Auto Encoder and Decoder, 
Recurrent   Neural    Network,    Binary    Error    Correction Code 
Algorithm, Document Identity Verifier 

 

 
I. INTRODUCTION 

 
IMAGE steganography is the process of hiding a secret 

message in a cover object. Digital images are a popular 

preference of cowl gadgets because of their heavy use over 

the internet, and that they provide a sufficient quantity of 

redundant bits in pixels that may be exploited to cover 

the name of the game message with out affecting the visible 

exceptional of the pix. Image steganography has a totally 

wealthy literature, which begins offevolved with hiding 

mystery facts withinside the least significant bits (LSBs) of 

the photo pixels [3], [4] to the current content-adaptive 

steganography, wherein every cowl pixels are assigned 

different embedding expenses the usage of a distortion 

characteristic. The distortion characteristic is minimized to 

carry out the embedding withinside the cowl photo [5]–

[8]. Content-adaptive steganography forces the most 

embeddings to arise withinside the much less predictable 

areas of the photo, thereby growing the safety of the 

steganography. 

 

 

 

 

For decades, which begins offevolved from the 

steganalysis of LSB, in which embedding is finished 

withinside the LSB of pixels [9], to the present day 

content-adaptive embedding strategies, which include 

HUGO [7] and MiPOD [5], in which embedding is 

finished through minimizing a few distortion function. 

The literature of steganalysis may be extensively 

categorised into groups: hand made and deep 

characteristic- primarily based totally. Handcrafted 

characteristic-primarily based totally steganalysis 

includes characteristic extraction accompanied through 

classification the use of conventional classifiers, which 

include SVM [10] and LDA [11]. A kind of hand made 

characteristic-primarily based totally strategies were 

suggested in [12]–[17]. The deep characteristic-primarily 

based totally steganalysis consists of education a 

convolutional neural network (CNN) for steganalytic 

detection. 

 
II. RELATED WORKS 

Tan and Li [18] proposed a stacked-autoencoder-

primarily based totally structure to simulate the SRM for 

steganalytic detec-tion. The detection overall 

performance of the technique become infe-rior to that of 

the hand made feature-primarily based totally SRM [19]. 

This technique become the first paintings that used deep 

studying for steganalysis; therefore, diverse layout issues 

have been now no longer taken into account, which 

includes fending off the usage of max-pooling. Qian et 

al. [20] proposed a shallow CNN architec-ture (GNCNN) 

with a Gaussian activation feature to version the quilt 

sign as zero and the stego sign as +1or−1. GNCNN used 

the KV filter1 to growth the sign-to-noise ratio (SNR). 

The use of the KV filter suppressed the photo content 

material and amplified the noise content material 

withinside the preprocessing step to permit higher 

extraction of stego noise. GNCNN become the first CNN 

version that has steganalytic detection near the SRM. 

which incorporates absolute layers (ABS) for higher 

modeling of the stego noise (terrible and advantageous 

embeddings) and batch normalization (BN) [22] to steer 

clear of the CNN version from falling withinside the 

nearby minima while training. XuNet extensively 

utilized the KV filter withinside the preprocessing step 

of the network. The structural layout of XuNet enabled 

the version to acquire the overall performance 

aggressive to the SRM. Qian et al. 

[23] supplied a switch studying paradigm for steganalysis, 

wherein the version (GNCNN) is educated the use of 

pics with a excessive payload. 
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Payloads for steganalytic detection. The steganalytic 

detection overall performance of the version changed into 

higher than that of SRM [19] as compared to the WOW [6] 

set of rules with decrease payloads. Ye et al. [24] brought a 

CNN architecture (YeNet) wherein layers had been 

initialized with the filters of SRM [19] and trun-cated 

linear units (TLUs) activation to restrict the residual inside 

a confined range. They extensively utilized facts 

augmentation [25] as regularization to enhance the 

schooling of the steganalyzer. Li et al. [26] proposed a 

steganalyzer with numerous-activation-module (ReSTNet) 

through combining 3 pretrained CNN archi- tectures, every 

of which preprocessed the enter photograph the usage of 

special filters: Gabor [27], SRM linear, and nonlinear 

filters. ReSTNet changed into stimulated through the 

commentary that growing the width of the community 

boosts the steganalytic detection overall performance. 

Yedroudj et al. 

[28] proposed a steganalyzer through fusing ultra-modern 

detectors. Yedroudj-Net used 30 filters from SRM [19] 

withinside the preprocessing step, just like YeNet. 

Following the preprocessing module, it makes use of five 

convolution layers for characteristic learning, observed 

through a classification module of a completely related 

community. The methods [20], [21], [23],[24], [26], [28] 

use a few fixed high- skip filters withinside the pre-

processing step. The overall performance of the 

steganalyzer, which makes use of high-skip filters in 

preprocessing, is depending on the sort of filters they used 

and the way numerous it exposes the noise residuals. 

However, a fixed filter can not be the first-class filter 

By reading the abovementioned schemes, it's been 

located that a deeper community the usage of pass 

connections gen- erally facilitates to version the 

steganographic noise efficiently [1]. However, it's also 

obvious that a version with wider networks can convey 

greater significant functions thru its layers [26]. However, 

it's been located withinside the wider residual net-work 

[30] that a deep community wherein intensity immediately 

relies upon on the selected width plays higher than any 

handiest wider or handiest deeper networks. To display this, 

Zagoruyko and Komodakis [30] have performed diverse 

experiments through vary-ing the intensity and width of 

the residual community on CIFAR-10 and CIFAR-one 

hundred facts sets [31]. It has been located that, for a deep 

community, if we boom the width, the check blunders 

begins offevolved reducing as much as a positive extent; 

after that, it begins offevolved growing [30]. Therefore, 

exploiting this intensity and width tradeoff, an top of the 

line intensity and width aggregate may be discovered 

which can maximize the detection accuracy. 

Motivated through those observations, the subsequent 

contributions had been made on this article. 

1) A idea of a latest deep-learning-primarily based 

totally version pop-ularly referred to as FractalNet [2] 

has been used to layout the proposed community to 

version the steganographic noise wherein embedded 

pix are used as input. 

2) The proposed version has been designed in this kind 

of manner that a stability among the width and intensity 

of the community may be maintained to maximise the 

detection performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Fractal expansion rule. 

 

 

The relaxation of this newsletter is prepared as follows. 

Section III gives the proposed work. Section IV discusses 

the info of the experimental setup. Section V discusses the 

consequences and assessment with the country of the art. 

Section VI indicates a module smart effectiveness of the 

proposed structure thru an ablation study. Finally, this 

newsletter is concluded in Section VII. 

 
 

III. PROPOSED METHOD 

This segment gives the info of the proposed method. 

The proposed version is stimulated via way of means of 

FractalNet [2]. For sim-plicity, we name the proposed 

version as SFNet (Steganalysis with fractal structure). 

A. FractalNet 

In current years, giant studies has been carried out for 

photo popularity tasks [29], [32]–[35]. Recently, 

FractalNet [2] has proven a aggressive overall 

performance to the ResNet [29] for the photo popularity 

task. The FractalNet structure is primarily based totally on 

self-similarity and is generated with the aid of using 

increasing the primary fractal/block with the aid of using 

the use of the growth rule proven in Fig. 1. Formally, 

permit okay be the wide variety of intertwined columns or 

width. The base case f1(x) includes a unmarried layer of 

convolution among enter and output, i.e., f1(x) = conv(x). 

Successive fractals may be recursively defined the use of 

the subsequent rule: 

fk+1(x) = [ fk ◦ fk (x)] ⊕ [conv(x)] 

Where ◦ represents the composition and ⊕ denotes a be 

part of operation among exceptional blocks.The intensity 

of the community, that is the longest course among the 

preliminary and final layers, may be defined as 2k−1. This 

corporation of FractalNet forces the community to differ 

the intensity and width of the community proportionally. 

The capabilities from the incom-ing connections may be 

joined the use of sum, max- out, average, or concate. In 

the latter case, the variety of channels withinside the next 

layers might also additionally increase. Furthermore, 

FractalNet additionally makes use of drop-course 

regularization to pressure every enter to a be part of layer 

to be in my opinion significant. Furthermore, the 

FractalNet is 
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Fig. 2. Overview architecture of the proposed SFNet with no. of 
columns (n) = 5 and depth (d) = 16. However, the results 
mentioned in this article are with n = 6 and d = 32. 
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Fig. 3. (a) C-A-B-R and (b) C-B-R blocks of the proposed SFNet. 

 

 
made from some of fractal blocks linked the usage of 

pooling layers. A certain dialogue on FractalNet may be 

determined in [2]. 

 
B. SFNet Architecture 

In this work, the idea of the FractalNet has been used. 

More specifically, the proposed community grows with the 

aid of using the use of the growth rule of the FractalNet 

structure, wherein the stability among the intensity and the 

width of the community is maintained. In the proposed 

SFNet, sorts of essential blocks were used: C-A-B-R and 

C-B-R. The precise structure of SFNet is proven in Fig. 2, 

which includes C-A-B-R and C-B-R blocks in a specific 

arrangement, accompanied with the aid of using a totally 

related classification module and be part of layers for 

connecting fractals for growth. The regimes of operations 

of C-A-B-R and C-B-R blocks are as follows. 

The C-A-B-R block is a chain of a convolution layer with 

sixteen filters accompanied with the aid of using the ABS 

layer accompanied with the aid of using BN [22] and ReLU 

nonlinearity on the give up. The ABS layer after the 

convolutional layer permits the functions with poor and 

posi- tive values with the aid of using discarding the signal 

of the generated function map, which helps and improves 

statistical modeling of noise residual withinside the next 

layers. These blocks are connected to the the front give up 

of the community, which immediately gets an enter photo 

of length 256 × 256 and outputs a function map of the 

dimensions sixteen × 256 × 256. An assessment of the C-

A-B-R block is proven in Fig. 3(a). 

The C-B-R block is a chain of a convolution layer with 

sixteen filters accompanied with the aid of using BN [22] 

and ReLU nonlinearity. The C-B-R block is proven in Fig. 

3(b). The C-B-R block gets inputs both from a C-A-B-R 

block or from a previ-ous C-B-R block, a characteristic 

map with size 16 × 256 × 256, and outputs the 

characteristic with the identical dimensionality. These 

blocks are the essential aspect of SFNet and are located 

among the C-A-B-R blocks and absolutely linked layers. 

In general, it isn't always feasible to say which venture is 

being achieved via way of means of which aspect of the 

deep CNN [1]. There-fore, it's far difficult to explain the 

mapping characteristic discovered via way of means of 

the C-A-B-R and C-B-R blocks. However, the proposed 

fractal-primarily based totally structure may also have 

discovered greater significant functions than any wider or 

deeper community for steganalysis via way of means of 

retaining the stability among peak and width, thereby 

attaining aggressive effects with kingdom of the art. 

 
The output of the GAP is similarly fed to the absolutely 

linked layer, observed via way of means of softmax for 

binary classification. 

 
Each fractal unit is accelerated via way of means of the 

use of a be part of layer. Vari-ous alternatives of the 

operations, inclusive of max, min, sum, and imply, are 

feasible to sign up for incoming functions. While the 

operations, inclusive of max and sum, can be biased 

closer to the dominating signal, the mathematics imply 

can be the first-rate preference for the be part of 

operation. The detection blunders possibility PE for max, 

sum, and imply become 0.0914, 0.1426, and 0.0596, 

respectively. The first-rate end result is discovered while 

the mathematics imply become used withinside the be part 

of layer. Therefore, withinside the proposed SFNet, the 

elementwise imply is computed among incoming 

functions. For example, permit P = be the incoming 

functions from one department and Q = be the variety of 

functions coming from any other department, and the be 

part of layer computes the featurewise mathematics imply 

as F = (1/2) ir 1( pi + qi ), wherein r is the variety of 

functions from every=department (the variety of 

functions from every department is the identical). In 

general, for n branches, every with r functions, the 

output characteristic of the be part of layer is F = (1/n) 

i=1( pi + qi ). Join layers are proven using a vertical green 

line in the SFNet architecture, as shown in Fig. 2. 

Similar to the FractalNet, the width (k) and depth (d) of 

the proposed SFNet are related as follows: 

d = 2k−1. (1) 

The total number of bklocks (C-A-B-R and C-B-R) can 

be 

calculated as N 2i 2k 1. We have performed 
several experiments by varying the value of k from 2 to 
7, and it has been observed that the SFNet performed 
best with 

k 6, which means that the depth d and the total number of 

blocks N are 32 and 63, respectively. 
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IV. EXPERIMENTAL   STUDY 

This segment offers the experimental study, such as 

facts sets, education and trying out regimes, and the metric 

used to assess the proposed model. 
 

A. Data Sets 

The education and trying out of the proposed SFNet are 

achieved at the union of BOSSBase 1.01 [36] and 

BOWS2 

[37] statistics sets, every of which incorporates 10 000 

gray- scale pix, every with the dimensions of 512 × 512. 

The steganalytic overall performance of the SFNet is more 

often than not as compared with SRNet [1]. Therefore, the 

experimental setup has been stored much like the SRNet. 

Each photograph is resized to 256 × 256 the usage of the 

MATLAB imresize function. From BOSSBase, 4000 pix 

are ran-domly selected, and whole BOWS2 pix were used 

for education. From the ultimate BOSSBase pix, one 

thousand are randomly selected for validation, and the 

relaxation 5000 are used for trying out. Therefore, the 

statistics set is made from 14 000 × 2 (cowl and stego) 

used for education, one thousand × 2 for validation, and 

5000 × 2 for trying out. 

B. Training SFNet 

The proposed SFNet has been skilled for spatial area 

steganography schemes, namely, S-UNIWARD [38], 

WOW [6], HILL [8], and MiPOD [5] the use of the 

Pytorch [39] framework on Nvidia V100 GPU (32 GB). 

The batch length of 20 cover/stego pairs (batch length 40) 

is used for education, validation, and testing. Each batch 

length is challenge to statistics aug-mentation with 

random rotation with the aid of using 90   and 

vertical/horizontal flip. The BN parameter used as 10 five 

and momentum for jogging imply and jogging variance 

computation are set to 0.1. The kernel weights of every 

convolutional and absolutely related layer are initialized 

with random ordinary distribution with µ 0andσ   0.01. 

Since the BN is used, biases of the kernels of 

convolutional layers are saved false [22]. The biases of the 

absolutely related layers are initialized with zero. The 

education of SFNet is done with the aid of using 

minimizing the subsequent loss function 

1 
N 

L = − 
N 

(yi .logŷi + (1 − yi ).log(1 − ŷi )) (2) 

i

=
1 

in which y,and N denote actual label, anticipated label, and 

the entire variety of schooling samples, respectively. 

Adamax [40] optimizer is used for optimization. The 

schooling is completed for three hundred epochs (210k 

iterations). The mastering fee is initialized to lr = 10−three 

and decayed each 25 epochs with the aid of using a issue 

of 2. The version with the satisfactory validation accuracy 

is chosen for the testing. 

 
C. Comparison With State-of-the-Art Detectors 

In order to assess the steganalytic overall performance of 

the proposed SFNet, it's been in comparison with the brand 

new detectors withinside the spatial domain, SRNet3 [1], 

and YeNet [24]. Both the works are carried out with the 

experimental setup said withinside the respective papers. 

 
D. Evaluation Metric 

The steganalytic overall performance is evaluated the 

use of the minimal blunders chance over the trying out set 

below identical priors . The minimal blunders chance is 

calculated as 

P = 
1 

(P + P ) (3) 

where PFA and PMD denote the probabilities of false alarm 

and missed detection, respectively. Furthermore, as an 

opportunity assessment metric for the proposed SFNet, a 

receiver running characteristic (ROC) curve in 

conjunction with the location beneathneath the ROC curve 

(AUC) is likewise given for the detection of various 

steganography algorithms. 

The outcomes received through the usage of the proposed 

model, as proven in Section V, are given for a random 50–

50 cut up of the BOSSBase facts set. This is due to the fact 

the in- element experiments are infeasible, thinking about 

the useful resource and time complexity. However, to 

evaluate the overall performance throughout distinctive 

BOSS-Base splits, we educated the SFNet on five 

distinctive 50–50 splits of BOSSBase (BOWS2 is stored 

fixed withinside the education set) for WOW at 0.five bits 

in line with pixel (bpp). The preferred deviation of ≈ 

0.00373 on PE is observed for those five splits. 

V. RESULTS 

This segment gives the consequences of the steganalytic 

experi-ments performed for the proposed model. 

The consequences of the steganalysis are suggested for 

WOW [6], S-UNIWARD [38], and HILL [8] for payloads: 

five} bpp. The steganalytic detection mistakess PE is given 

in Table I, and for higher comprehension, the equal 

consequences are graphically plotted in Fig. 4. The 

proposed SFNet attains the development over YeNet [24] 

and SRNet [1] by 3%and 1%, respectively, situation to the 

exceptional embedding algorithms and payloads. A big 

development is received for the S-UNIWARD and WOW 

algorithms, whereas, for HILL, we get overall performance 

corresponding to SRNet. Furthermore, as an opportunity 

assessment metric, we've got additionally given the ROC 

curve in Fig. five in conjunction with the AUC in Table II 

to reveal the efficacy of the proposed SFNet. 
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Fig. 4. Graphical plot of detection error probability on (a) WOW, (b) 

S-UNIWARD, and (c) HILL on 0.1–0.5 bpp. 

 

 
TABLE I 

COMPARISON OF  DETECTION  ERROR  PE   OF  THE  PROPOSED  

SCHEME 

WITH THE STATE-OF-THE-ART STEGANALYSIS 

SCHEMES. BEST RESULTS ARE SHOWN IN 

BOLDFACE 

 
       

 
 

      
 

 

      
 

 

      

 

 
Fig. 5. ROC Curve for SFNet on WOW, S-UNIWARD, and HILL 
algorithms with payloads of 0.4 and 0.2 bpp. 

 
TABLE II 

AUC FOR THE ROC CURVE SHOWN IN FIG. 5  

 
    

       

       

 

 
A. Curriculum Learning 

One of the most important demanding situations in 

education any steganalytic version is the time that it takes 

to converge for the photos with a low payload, which 

include 0.1 or 0.05 bpp. Sometimes, the version didn't 

converge at all. In latest literature, this problem 

 

Is normally treated with the aid of using curriculum 

gaining knowledge of [42], in which the version is first of 

all educated with smooth examples (embedded with better 

payload) after which steadily expanded the difficulty 

degree of the examples. Keeping those records in mind, 

SFNet is first of all educated for payloads of 0.four and 

0.five bpp for every steganographic algorithms, after 

which, the found out weights with 0.five bpp are 

transferred to educate the version with decrease payloads 

(0.1–0.three bpp). The gaining knowledge of fee is stored 

very small (10−five) throughout the fine-tuning for the 

photographs with smaller payloads.The particular effects 

are proven in Table I and Fig. four. 

VI. ABLATION STUDY 

This segment offers the ablation have a look at of the 

proposed version. Throughout this have a look at, until 

said explicitly, we've got used WOW embedding with a 

payload of 0.five bpp to achieve corresponding stego 

photographs for all of the experiments. 

A. How Does the SFNet Architecture Differ From the 

FractalNet? 

The handiest similarity of the SFNet with the FractalNet 

[2] is the growth rule, and greater specifically, SFNet may 

be considered as a block of FractalNet with no. of columns 

= 6 modified from the steganalysis factor of view. 

However, the authentic FractalNet layout includes 

numerous such blocks (fine, with no. of columns = four 

and no. of fractal blocks = five) connected the use of max 

pooling. The FractalNet is designed for photo clas-

sification applications. However, photo classification, in 

which the distinction among the unique training of the 

photo may be without problems determined with the aid 

of using the human visible system (HVS), could be very 

unique from steganalysis, in which one can't understand 

the dif-ference among the quilt and the corresponding 

stego photographs with HVS. To confirm this effect, we 

educated the FractalNet (with no. of blocks = five and no. 

of columns = four) with general parameters pronounced 

withinside the paper [2] for three hundred epochs the use 

of the records set used for the test of SFNet. This 

configuration of the FractalNet did not educate with the 

records set (education accuracy ≈ 50% and validation 

accuracy ≈ 50%.). We determined that this become due to 

the usage of drop-direction and dropout regularizations 

(an excessive amount of regularization) used withinside 

the network. To conquer this situation, we educated the 

FractalNet with out drop-direction and dropout 

regularization. 
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Fig. 6. Fractalnet architecture. 

 
 

Fractalnet overfitted the schooling data (schooling 

accuracy ≈ 99% and validation accuracy ≈ 50%) because of 

too complicated structure. In phrases of the range of 

trainable community parameters, the FractalNet has ≈83M 

and the proposed SFNet has ≈151K trainable parameters. 

The version structure of FractalNet is given in Fig. 6 for the 

contrast with the proposed structure.  

 
TABLE III 

VARIATION OF ERROR DETECTION 

PROBABILITY WITH CHOICE OF 

ARCHITECTURE 
 

 
 

 

 

   

      

 

       

TABLE IV 

STEGANALYTIC  DETECTION  ERROR  WHEN  INPUT  

IMAGES  ARE 

PREPROCESSED USING HANDCRAFTED  

FILTERS. THE BEST RESULT IS SHOWN 

IN BOLDFACE 
 

   

 

 
 

 
 

 
 

  

 
Functions (ReLU and TanH). We have used the filters 

of length s =three, five, 7}, and the wide variety of filters 

in every convolution layer turned into fixed to 16. Table 

III suggests the end result of steganalytic detection 

blunders through various the k, s, and activation functions. 

Initially, growing the width of the How Does the Choice 

of Model Architecture Affect the Performance? 

 

1) C-A-B-R Versus C-B-R Block: To inspect the impact of 

making use of ABS to the preliminary layers, we evaluated 

the version on WOW of 0.five bpp with and with out ABS. 

PE with out ABS turned into 0.0713, and with ABS, it 

turned into located to be 0.0596, which can be because of 

that the ABS in preliminary layers gives higher modeling 

of noise residuals [21]. We have additionally experimented 

with ABS in the course of the community, which led to 

0.0043↑ ,four a upward push in detection error, because of 

this that that including ABS layer in the course of the 

community does now no longer provide any higher 

residual modeling and provides computational overhead. 
2) Number of Filters in Each Layer: In contrast, the 

number 

Of filters utilized in every convolution layer of the 

FractalNet 

[2] is sixty four. When SFNet is experimented with the 

sixty 

four and 32 filters in every convolution laye.r, the 

steganalytic detection     blunders     prob-capacity     done     
are     0.0932 

(0.0336↑)and 00770 (0.0174↑), respectively. The pleasant 

end result is done for the variety of filters in every 

convolution layer = 16. This can be because of the truth 

that the proposed version is already wider, and with the aid 

of using growing the variety of filters in every convolution 

layer, it can study redundant functions throughout the 

width. 

 

 

 

 

 

 

 

 

 

3) Width (k), Kernel Size (s), and Activations: We 
started the process of selecting the model with a very 

shallow archi- tecture (k = 2) and varied the size of 
filters and activation 

4↑ denotes the increase (bad), and ↓ decreases (good) in PE . 

community from k = 2to k = 6 led to overall 

performance advantage however declined past k = 6 

(for k = 7). The kernel length s = three is discovered 

to be the first-rate preference for the community. 

However, while the kernel length for the 

convolution of the C-A-B-R block besides for the 

first one is numerous from s = 3to s = five, a mild 

overall performance advantage of 0.0038↓ is 

discovered (PE = 0.0558), and this advantage turned 

into regular with different embedding algorithms as 

well. Among all of the cases, SFNet done higher 

with the ReLU activation. 
B. How Does the SFNet Behave When Input Is 

Preprocessed Using Filters With Fixed Kernels? 

The literature of steganalysis earlier than the SRNet [1] 

closely depended on the fixed high-byskip filters, including 

KV filter, SRM filters [19], and Gabor filters [27], for 

preprocessing. To this end, we experimented the usage of 

those filters to evaluate the conduct of SFNet while it's 

miles educated withinside the residual noise area in 

preference to the embedded photo area. The enter pictures 

are preprocessed the usage of those filters to get residual 

noise, that's fed to the version for schooling and evaluation. 

The preprocessing filters with smaller dimensions (much 
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less than five × five) are padded with zeroes to fit the size 

of five × 5beforepre-processing. The experimental 

consequences are proven in Table IV. It may be determined 

from the consequences that the KV filter (a unmarried five 

× five filter) gives much less numerous noise residuals, 

which will increase PE . The price of PE notably decreases. 

However, with out preprocessing, the SFNet obtains the 

first-rate PE . 
 

C. How Does SFNet Perform for Stego Source Mismatch? 

In order to investigate the effects on the performance of 

the SFNet when the stego image source is mismatched, a 

real- world situation, when the stego image embedding 

is not the 

 TABLE V 

DETECTION  ERROR  PE   FOR  PROPOSED MODEL  

STEGO 

SOURCE MISMATCH FOR  THE  PAYLOAD OF  0.4 bpp 

 
     

     

TABLE VI 

DETECTION ERROR PE FOR SFNET FOR 

COVER SOURCE MISMATCH AT 0.4 bpp 

 
  

  

 

 
 

 
 

 
 

 
identical because the version skilled on, we skilled the 

version on one embedding set of rules and examined it on 

another. Table V indicates the consequences whilst SFNet 

is skilled on one steganography set of rules and examined 

on another. The consequences are proven for WOW, 

HILL, S-UNIWARD, and MiPOD for 0.four bpp. When 

SFNet is skilled on an without problems detectable set of 

rules (WOW), it plays worse for the detection of the least-

detectable embedding (MiPOD), and vice versa. 

D. How Does SFNet Perform for Cover Source 

Mismatch? 

Finally, the overall performance of the SFNet is 

evaluated for the state of affairs of cowl supply 

mismatched, wherein the version is educated on 

exceptional cowl/stego pair statistics set and examined on 

a exceptional statistics set. To this end, in a single 

experiment, we educated the SFNet at the union of 

BOSSBase 1.01 [36] and BOWS2 [37] as authentic 

education said in Section IV and examined at the 2 × 5000 

cowl-stego pairs of the real-international statistics set, 

ImageNet [43]. In some other experiment, we educated the 

SFNet on 2 × 10 000 cowl-stego pairs of ImageNet and 

examined on 2 × 5000 pics of the BOSSBase statistics set. 

The ImageNet statistics set has one thousand lessons of 

shadeation pics. From every class, ten pics with a size 

more than or same to 256 × 256 have been randomly 

decided on to shape 10 000 pics. These pics are then 

resized to 256 × 256 and transformed to grey scale the 

usage of MATLAB capabilities imresize and rgb2gray, 

respectively. The outcomes of those experiments are given 

in Table VI. It may be located from outcomes that, while 

SFNet is educated at the ImageNet and examined at the 

BOSSBase, it plays higher steganalytic detection than vice 

versa. It can be because of the range of the ImageNet 

statistics set. 

 
Through the experimental and ablation studies, it's been 

proven that a balanced tradeoff among the peak and width 

of the SFNet finished higher for steganalytic detection. 

Furthermore, the proposed SFNet does now no longer 

require any pre-processing the usage of fixed filters, 

which include KV or SRM filters. 

VII. CONCLUSION 

In this newsletter, a singular steganalysis scheme, 

SFNet, has been proposed, that is stimulated through the 

Fractal community. The proposed SFNet is an quit-to-quit 

community that doesn't contain any preprocessing filters to 

reveal stego noise, and instead, it without delay trains at 

the embedded images. The fractal structure of SFNet lets 

in the community to develop with a stability among 

intensity and width, thereby attaining extra correct 

detection performance. SFNet fashions the stego fea-tures 

the usage of C-A-B-R and C-B-R blocks with none 

residual shortcuts. The SFNet is examined with without 

difficulty detectable and tough to hit upon steganographic 

algorithms and as compared with the modern day 

steganalyzers. The experimental consequences monitor 

that the SFNet outperformed the modern day steganalysis 

schemes. The paintings provided in this newsletter opens a 

brand new road of studies for steganalysis, in which one 

may also consciousness on designing the steganalyzer 

through retaining the tradeoff among the peak and the 

width of the community. 
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[7] T. Pevnỳ, T. Filler,  and P. Bas, “Using high-dimensional  image 
models to perform highly undetectable steganography,” in Proc. 
Int. Workshop Inf. Hiding. Berlin, Germany: Springer, 2010, pp. 
161–177. 

[8] B. Li, M. Wang, J. Huang, and X. Li, “A new cost function for 
spatial image steganography,” in Proc. IEEE Int. Conf. Image 

http://www.ijcrt.org/


www.ijcrt.org                                                       © 2022 IJCRT | Volume 10, Issue 6 June 2022 | ISSN: 2320-2882 

IJCRT22A6316 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org c655 
 

Process. (ICIP), Oct. 2014, pp. 4206–4210. 
[9] A. D. Ker, “Steganalysis of LSB matching in grayscale images,” 

IEEE Signal Process. Lett., vol. 12, no. 6, pp. 441–444, Jun. 
2005. 

[10] V. Vapnik, The Nature of Statistical Learning Theory. Springer, 2013. 
[11] M. Li and B. Yuan, “2D-LDA: A statistical linear discriminant 

analysis for image matrix,” Pattern Recognit. Lett., vol. 26, no. 5, 
pp. 527–532, Apr. 2005. 

[12] T. Pevny, P. Bas, and J. Fridrich, “Steganalysis by subtractive 
pixel adjacency matrix,” IEEE Trans. Inf. Forensics Security, vol. 
5, no. 2, pp. 215–224, Jun. 2010. 

[13] J. Kodovský and J. Fridrich, “Steganalysis in high dimensions: 
Fusing classifiers built on random subspaces,” Proc. SPIE, vol. 
7880, Feb. 2011, Art. no. 78800L. 

[14] V. Holub and J. Fridrich, “Random projections of residuals for 
digital image steganalysis,” IEEE Trans. Inf. Forensics Security, 
vol. 8, no. 12, pp. 1996–2006, Dec. 2013. 

[15] T. Denemark, V. Sedighi, V. Holub, R. Cogranne, and J. Fridrich, 
“Selection-channel-aware rich model for steganalysis of digital 
images,” in Proc. IEEE Int. Workshop Inf. Forensics Secur. 
(WIFS), Dec. 2014, pp. 48–53. 

 

http://www.ijcrt.org/

